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ABSTRACT 
 
In the determination of the optimal policy of an inventory model with a stochastic demand which 
includes the calculation of the reorder point and the order size, one has to deal with mean rate of 
demand, standard deviation, safety factor, forecast and lead-time. The calculation of the re-order 
point is typically based on the assumption that the mean rate demand is deterministic as a function 
of time. This assumption is by far removed from reality. A more appropriate assumption would 
involve the use some sort of probability distributions to represent the units demanded including 
the lead-time to account for the increasing uncertainty in the market environment. Under the 
stochastic environment, Hadley and Whitten developed two types of backorder inventory 
formulas; an approximate and exact formulae for Poisson and Normal lead-time demand 
distributions with the assumption that there is no correlation between two period demands. In 
many practical situations, the period demands are not independent, but exhibit a serially 
correlated process. (An, Fotopolo, and Wang 1989); (Charles, Marmorsten, and Zinn 1995). In 
this research paper, we will develop the formula for the calculation of reorder point, safety stock 
and order quantity of Hadley and Whittin’s (1963) exact inventory model when the units 
demanded are generated by a serially correlated process and can be represented by ARMA Box-
Jenkins time series model for when the lead-time is both deterministic and probabilistic. ARMA 
time series process generating demand with deterministic and stochastic discrete lead-time. 
 
The distribution of forecast errors from the calculation process in Box-Jenkins’ (1976) ARMA 
analysis will be used as the measurement of the estimation with which the reorder point and safety 
stock are determined.  In the first part of this research, the determination of the model’s reorder 
point is based on the assumption that the procurement lead-time is a random variable generated 
by an ARMA process with constant lead times. Later on, we would investigate the problem in 
attempting to account for the ARMA system with the probabilistic discrete lead-times.  
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I.  INTRODUCTION 

 
The control and maintenance of inventories of physical goods is a problem common to all 
enterprises in any given economy. Two fundamental questions that must be answered in 
controlling the inventory of any physical goods are when to replenish the inventory and how  
much to order for replenishment. EOQ models answers the question of how much to order, but not 
the question of when to order. The latter is the function of models that identify the reorder in terms 
of a quantity: the reorder point occurs when the quantity on hand drops to a predetermined 
amount. The amounts generally includes expected demand during lead time and perhaps an extra 
cushion of stock, which serve to reduce the risk of experience a stock-out during lead time 
especially in the environment when variability is present in demand or lead time or both. The 
following four factors are being used in determining the reorder point quantity     
 

1. The rate of demand (usually based on a forecast value). 
 

2. The length of lead-time. 
 

3. The variability of demand/or lead-time. 
 

4. The degree of acceptable stock-out risk. 
 
Taking into the consideration of these four factors, Hadley and Whittin (1963) suggested both 
approximate and exact <Q,r> models with backorder which attempts to answer both two 
fundamental questions mentioned above. Their expected costs included in the model are, the 
expected annual setup, holding, and the shortage costs. Under the normal distribution 
environment, the average annual cost is 
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where 
           =   Average annual units demanded D
 
                   Q   = Order quantity 
 
   A     =   Cost per order 
 
                 I      =   Carrying charge in dollars per dollar per year 
 
               C       =   Unit cost of the inventory 
  
                   r     =   Reorder point 

 
 µ     =   Average lead-time demand 
 

          π      =    Backorder cost in dollars per backorder 
 

 π     = Shortage cost in dollars per unit year of shortage 
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              =(*)φ  The normal density function 
 
      
             The complementary cumulative of the normal distribution =Φ(*)
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II.  DETERMINING THE MEAN AND VARIANCE OF THE LEAD-TIME DEMAND 

 
In order to compute the reorder point with a safety stock that will meet a specific service level, we 
have to know the probability density of the lead time demand, the sum demand during the lead 
time period, and the variance of the total lead time demand.  
 
When the demand can be represented by an ARMA process [Box et al, 1976], the conditional 
probability distribution ),.......,|( 11 zzzzp ttlt −+

 of the future value  of the process will 
be Normal with mean 
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, where is the forecast value of provided that 

values are available, and the covariance matrix 
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The total amount of demand during the lead-time period is  
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As we can see from the above analysis that, for Gaussian demand like ARMA process, the 
problem reduces to identifying the first two moments of the distribution of the demand rate for 
each period during the lead-time period. 
 
The following steps will be used to compute the variance of a given lead-time. 

1.    Calculating of the jψ  weights using the following equations: 
                                                  

111 θϕψ −= j 
                                                  22112 θϕψϕψ −+=  
                                                   jdpjdpjj θψϕψϕψ −++= −−+− ........11  

where .000,10 qjforandjfor jj >=<== θψψ  and    jϕ                  
and jθ are the coefficients of the autoregressive and moving average in ARMA                                 
 

2. Calculating  and . ijg iig
 
3. Compute for , the forecast values using the difference equation 

forms and then compute  = 
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See Appendix I – the Excel template for the computation of the mean and variance of the forecast 
error distribution. 

 496



           
             Example.   Suppose that the lead-time demand can be represented by an ARMA(2,2) 
model as 
                     2121 42.082.062.06.1 −−−− +−=+− tttttt aaaZZZ  

                        
     Using the Excel Template in Exhibit I, the value of standard deviation of the lead-time 

demand = 51.47883., for .78.5=aσ       
                    
 
 
III. SOLUTION COMPUTATION METHOD BY SOLVER ( SEE APPENDIX II) 

 
According to Hadley and Whitten’s (1963) analysis, the terms )( Qr +α  and   )( Qr +β  are 
negligible in the usual case. Thus for a given value of reorder point r, the optimal value of Q can 
be determined from the following formula 
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 and the average total cost for a given  value of  r is 

ICrDArK )(2)( =   + )( µ−rIC . 
 
If lead-time periods are treated as discrete random variables as suggested by Boone et al (2000), 
then our expected total cost of the model can easily modified to incorporate the probabilities of the 
time periods as follows. 
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  and  here is the probability that there are L periods in the lead-time of the model. Lp
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1921

1922

1923

1924

1925

1926

1927

1928

1929

1930

1931

68 73 78 83 88 93

 
 
The above figure shows the average total cost curve of the following parameters. 
   
 D  =  700 units per year 
            C  =   $50.00 per unit of the inventory 
            I    =   $0.20 per dollar per year 
            A   =   $15.00 per order 
           π    =    $1.00 per backorder 

              =    $15.00 per unit year of shortage  
−

π

688.(,19524.410,97757.81 *** == rKQr
 
Using the Solver, the optimal solution is   . See 
Appendix II. 

1921) =
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